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Summary

• PhD candidate in ECE at Duke University & visiting student at Princeton University.

• Specializing in Generative AI, Multimodal Systems, and Representation Learning.

Education

• Duke University Durham, NC, USA
PhD Student, Electrical and Computer Engineering Aug. 2020 – Mar. 2026 (expected)

– Supervisor: Guillermo Sapiro

– Research Areas: Generative AI, Representation Learning

• Princeton University Princeton, NJ, USA
Visiting Student, Electrical and Computer Engineering Aug. 2024 – Mar. 2026 (expected)

– Supervisor: Guillermo Sapiro

– Research Areas: Generative AI, Representation Learning

• Peking University Beijing, China
M.S., Computer Applied Technology Sep. 2017 – Jul. 2020

– Thesis: Towards Accurate Attention Mechanisms for Image Captioning

– Research Areas: Multimodal Systems, Reinforcement Learning

• Huazhong University of Science and Technology Wuhan, China
B.E., Electronic and Information Engineering Sep. 2013 – Jun. 2017

– National Key Class (top students in CS/EE fields)

– GPA: 3.7/4.0

Experience

• ByteDance San Jose, CA, USA
Research Intern, Generative AI May 2025 – Dec. 2025

– Developed Plan-X, a novel framework that decouples high-level agentic planning from
low-level video generation to enhance long-horizon consistency.

– Designed a semantics-driven conditioning mechanism that significantly reduced visual
hallucinations and improved prompt alignment over state-of-the-art baselines.

• Microsoft Research Asia Beijing, China
Research Assistant (StarBridge Program), Multi-modal Learning Jun. 2020 – May 2021

– Developed Godiva, an open-domain text-to-video model using 3-D sparse attention and
large-scale multimodal data pipelines.

• Tencent AI Lab Shenzhen, China
Research Intern, Reinforcement Learning & AutoML Apr. 2019 – Sep. 2019

– Applied Reinforcement Learning to optimize game-AI agent populations, focusing on
automated reward shaping and agentic behavior optimization.
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Honors & Awards

• National Scholarship, Ministry of Education of China (2019)

• Outstanding Graduate (Beijing & PKU 2020, HUST 2017)

• Exceptional Award for Academic Innovation, PKU (2019)

Skills

• Programming: Python, C/C++, PyTorch.

• Expertise: Agentic Planning, Diffusion Models, Video Generation, Self-Supervised Learning,
Reinforcement Learning.

• Languages: English (fluent), Chinese (native)


